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RUINAN LIU AND VIPUL NAIK

1. MOTIVATION AND GENERAL IDEA OF LIMIT

Overview.

In mathematics, we use the term “limit” in the sense of approaching or
coming close to. We do not use the term limit for its other English meaning,
namely, limit as a boundary or perimeter or cap.

The notation iﬂ f(x) = L says that “the limit as x approaches ¢ of f(x)
is L.”

For nice enough functions, the limit can be interpreted graphically using a
“two finger test.”

The limit at a point depends only on the behavior arbitrarily close to the
point.

For a function to have a limit, it should be trapped near the point. It’s not
enough for it to keep coming close, then going far away.

Checkpoint questions.

To figure out the limit of a function at 2, does the value of the function at
2.1 matter? Does the value of the function at 2.01 matter? 2.0017 How
close is close enough?

What is the limit il_r)% sin(1/x)? What’s the intuitive idea behind the rea-
soning? More formal versions of this reasoning will be introduced after we
have seen the € — § definition.

2. EPSILON DELTA DEFINITION

Overview.

To make sense of the statement “lim f(z) = L,” f must be a function
r—c

defined “around” the point ¢ (immediate left and immediate right) except
possibly at ¢. In symbols, there exists ¢ > 0 such that (¢ —t,c+¢t) \ {c} C
dom f.

We say “}chC f(z) = L” if for every € > 0 (e pronounced epsilon), there

exists 6 > 0 (0 pronounced delta) such that for all z satisfying 0 < |z —¢| <

d, we have |f(z) — L| < e.

There is a uniqueness theorem for limits: if “lim f(x) = L” and “lim f(z) =
r—c r—c

M are both true, then L = M. Thus, we can talk of the limit lim f(x),

r—cC

which, if it exists, is unique.



RUINAN LIU AND VIPUL NAIK

Checkpoint questions.

In order to make sense of “lim f(z) = L,” where must the function f be

r—cC

defined? Must f be defined at ¢? If f(c) exists, what can we say about its
value?
What’s the formal definition of limit, i.e., what does “lim f(x) = L” mean?

How would you write the formal definition of limit using intervals rather
than absolute value inequalities to describe where z and f(z) should be?
Why is there a “0 <” in the inequality “0 < |z — ¢| < 6” in the ¢ — §
definition? Why doesn’t a “0 <” appear in the “|f(x) — L| < &” part of the
definition?

In order to be able to talk of the limit i:rrl( f(x), what additional fact do we

need beyond the definition of what “lim f(z) = L” means?

3. ONE-SIDED LIMIT DEFINITIONS

Overview.

We will make sense of “ lim f(z) = L” (left hand limit) and “ lim+ flz) =

L” (right hand limit). The definitions are similar to the two-sided limit,
but the x-values being tested are restricted to the immediate left (for the
left hand limit) or immediate right (for the right hand limit).

The “left” and “right” refer to the direction of approach in the domain.
This may or may not be the direction of approach for the function val-
ues. Whether the function value approaches its limit from the left or right
depends also on the nature of the function (increasing, decreasing, etc.).

Checkpoint questions.

In order to make sense of « hm f(x) = L, where must the function f be

defined? Must f be deﬁned at 07 If f(c) exists, what can we say about its
value?

The definitions of left hand limit, right hand limit and ordinary (two-sided)
limit are pretty similar. There is only one clause that differs across the
three definitions. What clause is this, and how does it differ across the
definitions? Explain both in inequality notation and in interval notation.
Why should we be careful when dealing with one-sided limits in the context
of function compositions?

4. LIMIT GAME

Overview.

We will understand the statement “lim f(z) = L” in terms of a game

xr—c

between two players, a prover and a skeptic. The prover’s goal is to show
the statement to be true. The skeptic’s goal is to make the best possible
case to show the statement to be false, by challenging the prover.

The skeptic picks € > 0, the prover picks § > 0, then the skeptic picks =
such that 0 < |z — ¢| < §. The prover wins if |f(x) — L| < e. Otherwise,
the skeptic wins.
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e The statement “lim f(x) = L” is deemed true if the prover has a winning
r—cC
strategy for the game described above.

Checkpoint questions.

e Comparing the limit game with the formal definition of limit, we see that
those choices that the skeptic makes (namely, the choice of € and then the
choice of x) are quantified by “for every” whereas those choices that the
prover makes are quantified by “there exists” — why is this the case?

e Is the statement “iiinc f(z) = L” equivalent to saying that the prover wins

the game? Why or why not?

5. LIMIT GAME — SKEPTIC’S VICTORY

Overview.
o We will understand what it means for the statement “lim f(z) = L” to be
r—c

false for a function f defined on (¢ —¢,c¢+t) \ {c} for some ¢t > 0.

e We’ll use the limit game: The skeptic picks € > 0, the prover picks § > 0,
then the skeptic picks = such that 0 < |z — ¢| < §. The prover wins if
|f(z) — L| < e. This time, however, we're rooting for the skeptic to win.

e The statement we’ll get is similar to the original statement, with key differ-
ences: the “for every” and “there exist” quantifiers are interchanged, and
the final condition becomes |f(x) — L| > €.

Overlooked subtlety. There are two ways in which the statement “lim f(x) = L”

could be false:

(1) f is not defined on the immediate left or immediate right of ¢, i.e., there is
no t > 0 for which f is defined on (¢ —t,c¢+¢) \ {¢}. In this case, it does
not make sense to consider taking the limit.

(2) f is defined on the immediate left and right of ¢, but the statement is still
false.

The video focuses on (2). While shooting the video, I forgot to clarify the scope
or explicitly exclude case (1).

Checkpoint questions.
e Comparing the definitions for “lim f(z) = L” to be true and false, why do
r—cC
the quantifiers “for every” and “there exists” get interchanged?

e Assume that f is defined on the immediate left and right of c¢. Is the
statement “lim f(z) = L” being false equivalent to saying that the skeptic
r—c

wins the game? Why or why not?

6. NON-EXISTENCE OF LIMIT

Overview.

o We will understand what it means for a function f defined on (c—t, c+t)\{c}
for some ¢t > 0 to not have a limit at c.

e We will look at the example f(z) :=sin(1/z) and ¢ = 0.

o We'll use the limit game: The skeptic picks € > 0, the prover picks § > 0,
then the skeptic picks = such that 0 < |z — ¢| < §. The prover wins if
) L <e.
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e Based on the nature of the function, we will construct an explicit winning
strategy for the skeptic.

Scope clarification. There are two ways in which lim f(z) may not exist.
r—cC

(1) f is not defined on the immediate left or immediate right of ¢, i.e., there is
no t > 0 for which f is defined on (¢ —t,c+¢) \ {c¢}. In this case, it does
not make sense to consider taking the limit.

(2) f is defined on the immediate left and right of ¢, but the limit still does
not exist.

The example in this video illustrates (2).

Checkpoint questions. Just try repeating the reasoning used in the video (with-
out looking at the video) to justify why lin%) sin(1/z) does not exist.
xr—
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